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Abstract. In our paper “Essential normality, essential norms and
hyperrigidity” we claimed that the restriction of the identity repre-
sentation of a certain operator system (constructed from a polyno-
mial ideal) has the unique extension property, however the justifi-
cation we gave was insufficient. In this note we provide the required
justification under some additional assumptions. Fortunately, ho-
mogeneous ideals that are “sufficiently non-trivial” are covered by
these assumptions. This affects the section of our paper relating
essential normality and hyperrigidity. We show here that Proposi-
tion 4.11 and Theorem 4.12 hold under the additional assumptions.
We do not know if they hold in the generality considered in our
paper.

1. Statement of the problem and consequences

We use the notation and terminology from [3]. In Proposition 4.11
and Theorem 4.12 of [3], we claimed that for a polynomial ideal I /
C[z1, . . . , zd] satisfying certain standing assumptions, the restriction of
the identity representation of the C*-algebra TI to the operator sys-
tem S has the uniqe extension property. As justification we cited [2,
Proposition 6.4.6], which treats submodules but not quotient modules.
We believed that the same proof works, and omitted further detail.

In fact, the same proof does work in the case of homogeneous ideals
that are “sufficiently non-trivial” (which is the case of primary inter-
est for the conjecture of Arveson that our paper treats). However, it
does not work in the generality that we required. If the ideal is not
“sufficiently non-trivial,” then not only does the proof break down, the
result is false: the identity representation is not a boundary represen-
tation. We are grateful to Michael Hartz and Raphael Clouatre who
pointed out these issues.
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The standing assumptions we imposed on I were that d ≥ 2, that

(1.1) V (I) := Z(I) ∩ Bd = Z(I) ∩ Bd,

and that

(1.2) ∂V := Z(I) ∩ ∂Bd 6= ∅,

where Z(I) is the variety determined by I. These assumptions en-
sure that I does not have finite codimension in C[z] = C[z1, . . . , zd].
The only reason for the d ≥ 2 assumption is to ensure that we do not
consider the zero ideal in C[z1]. For, in that case, the corresponding
quotient module is the Hardy space H2(D), which is well understood
and has radically different properties. For example, the operator sys-
tem generated by the unilateral shift on H2(D) has a non-trivial Shilov
boundary in the Toeplitz algebra, meaning in particular that the iden-
tity representation does not have the unique extension property.

In general, the assumptions (1.1) and (1.2) are not enough to ensure
that the identity representation has the unique extension property. We
need to assume in addition that

(1.3) 0 ∈ Z(I) and 0 is a not isolated in Z(I),

and that

(1.4) the ideal I contains no linear polynomials.

Assumption (1.4) is a harmless non-trivialtiy assumption. Indeed, if I
contains a linear polynomial then we may assume that it is zd, and in
this case we are essentially working in a lower dimensional situation.
On the other hand, it is necessary to assume something along these
lines, since if d = 2 and I is the ideal generated by z2, then the quotient
moduleH2

2/I is precisely the Hardy moduleH2(D), and as noted above,
the unique extension property fails.

We will say that the ideal I is sufficiently non-trivial when I 6= 0, I
is not of finite codimension and assumption (1.4) holds.

In constrast, assumption (1.3) does not seem so harmless, and we do
not know whether it is necessary. However, all of the assumptions (1.1)-
(1.4) hold for any homogeneous (or even quasi-homogeneous) ideal that
is sufficiently non-trivial, and as mentioned, this is the case of primary
interest for Arveson’s conjecture.

We now state the main result of this note which fills the gap in [3].

Theorem 1.1. Let I / C[z1, . . . , zd] be a polynomial ideal satisfying
the assumptions (1.1), (1.2), (1.3) and (1.4). Then the identity rep-
resentation of TI is a boundary representation for S. In particular,
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the restriction of the identity representation of TI to S has the unique
extension property.

We note that Proposition 4.11 and Theorem 4.12 from our paper
[3] are only known to hold under the assumptions in Theorem 1.1. In
particular, these results hold for all sufficiently non-trivial homogeneous
ideals. However, we do not know what happens in general. The other
results in our paper are not affected.

2. Proof of Theorem 1.1

The algebra TI is irreducible and contains the compacts, hence by
Arveson’s boundary theorem [1, Theorem 2.1.1] it suffices to show that
the quotient map q : TI → TI/K is not completely isometric on S.

Suppose that I is generated as an ideal by polynomials {f1, . . . , fk}.
Claim: There is a choice of basis such that not all of the variables
z1, . . . , zd appear in the linear terms of f1, . . . , fk.
Proof of claim: If the degree one term of each fi is zero, then we are
done. Hence we can assume that at least one of the fi’s, say f1, has
a nonzero linear term. Notice that by assumption (1.3), the constant
term of f1 is zero. Hence without loss of generality, we can suppose
that

f1 = z1 + higher order terms.

If needed, we can subtract multiplies of f1 from f2, . . . , fk, and hence
we can assume that z1 does not appear in the linear term of each
f2, . . . , fk. If the linear term of each f2, . . . , fk is zero, or if k = 1 while
d > k = 1, then we are done. Otherwise we can repeat this process
a finite number of times until we find ourselves in the situation where
necessarily k ≥ d and

fi = zi + higher order terms , i = 1, . . . , d.

Then the map F : Cd → Ck given by F (z) = (f1(z), . . . , fk(z)) for
z ∈ Cd satisfies F (0) = 0. Moreover, the derivative dF (0) has full
rank, and it follows that 0 is an isolated point in Z(I), contradicting
assumption (1.3). This proves the claim.

Now assuming that z1 does not appear in the linear terms of any
of the generators of I, we conclude that S∗1S11 = 1, because z1 ∈ I⊥.
Furthermore, we also have ‖S∗2S21‖ > 0, because z2 /∈ I. We conclude
that the norm of the column operator

[
S1
S2

]
is strictly bigger than 1.

On the other hand, the norm of the row operator
[
Z1
Z2

]
, which is the

norm of
[
S1
S2

]
in the quotient by the compacts, is equal to 1, thanks to

Theorem 3.3 in [3]. This completes the proof.
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3. Other spaces

We conclude this note by pointing out that although the proof of
Theorem 1.1 was worked out in the setting of quotients of H2

d , a variant
also works in the setting of the Besov-Sobolev spaces considered in [3,
Section 5]. In fact, one aspect of the situation is slightly simpler here,
since we only consider homogeneous ideals. In particular, [3, Corollary
5.3 (4)] still holds for all sufficiently non-trivial homogeneous ideals.

Let us spell out the details. Suppose I is a sufficiently non-trivial
homogenous ideal in C[z1, . . . , zd]. Fix σ ∈ [1/2, d/2), and let T be the
compression of Mz to B2

σ(Bd) 	 I. Since I is sufficiently non-trivial,
it contains no linear terms. Therefore, invoking equation [3, (5.2)],

we find that
∑d

i=1 T
∗
i Ti1 = d

2σ
1. Also, because σ < d/2 we find that

the column operator [ T1 ··· Td ]t has norm at least d
2σ

> 1. On the

other hand, the essential norm of [ T1 ··· Td ]t is 1, by [3, Corollary 5.3
(2)]. Since C∗(T ) is an irreducible algebra containing the compacts,
Arveson’s boundary theorem implies that the identity representation
of C∗(T1, . . . , Td) is a boundary representation for T , so its restriction to
the operator system generated by T has the unique extension property.
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